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Procedures for Generating Estimators
• We know what an estimator (and estimate) is, we 

know how to compare estimators, we understand 
bias and variance ... how do we find estimators?


• Strategy 1: use what seems reasonable. 


• If we want a mean, use a mean.


• Strategy 2: Maximum likelihood estimation.


• Strategy 3: Method of Moments Estimators



Method of Moments: Population
• Recall the expectation of a random variable





• This is also called the first moment.


• For integer , we can define the th moment analogously


μ = E[X] = ∫
∞

−∞
xf(x)dx

k k

μk = E[Xk] = ∫
∞

−∞
xkf(x)dx



Moments: Example
• Suppose that .





X ∼ N(μ, σ2)

E[X] = ∫
∞

−∞
x

1

2πσ
exp (−

(x − μ)2

2σ2 ) dx = μ

E[X2] = ∫
∞

−∞
x2 1

2πσ
exp (−

(x − μ)2

2σ2 ) dx = ?



Moments: Example, continued




• Recall that .


• Then 


• For  we have .

E[X2] = ∫
∞

−∞
x2 1

2πσ
exp (−

(x − μ)2

2σ2 ) dx = ?

var(X) = E[X2] − E[X]2

E[X2] = var(X) + E[X]2

X ∼ N(μ, σ2) E[X2] = σ2 + μ2







Method of Moments: Population
• Generally  is going to be a function of the unknown 

parameter(s), .


• Sometimes, some moments will be constants 
instead.


• These are still called moments, but are less useful 
for us.

μk
θ



Method of Moments: Sample
• Suppose that we have a sample, .


• We have seen the sample mean as analogous to the 
population mean.





• What if we generalized this the same way?

{x1, …, xn}

x =
1
n

n

∑
i=1

xi



Method of Moments: Sample
• For the th sample moment, we take the sample 

mean of .





• With a given sample, numeric values can be assigned 
to each of these. 

k
xk

̂μ k =
1
n

n

∑
i=1

xk
i



Sample Moments: Example
• Suppose that we observe .


• We can find the first two sample moments:





{−1, − 1,0,0,1,1}

̂μ1 =
1
6

(−1 − 1 + 0 + 0 + 1 + 1) = 0

̂μ2 =
1
6 ((−1)2 + (−1)2 + 02 + 02 + 12 + 12) =

2
3





Method of Moments Estimators
• Suppose we want to estimate .


• Step 1: compute the population moments until you 
have  available equations.


• Step 2: equate the corresponding sample moments, 
 with the population moments, .


• Step 3: solve the equations for .

Θ = (θ1, …, θL)

L

̂μ j μj(Θ)

Θ



Method of Moments: Example
• What are the method of moments estimators for 

 from a  distribution?


•  and .


• Thus we set  and .


• Solving gives  and .

Θ = (μ, σ2) N(μ, σ2)
μ1 = μ μ2 = σ2 + μ2

̂μ1 = μ ̂μ2 = σ2 + μ2

μ = ̂μ1 σ2 = ̂μ2 − ̂μ2
1



Method of Moments: Example, Continued
• Solving gives  and .





μ = ̂μ1 σ2 = ̂μ2 − ̂μ2
1

̂μ =
1
n

n

∑
i=1

Xi = X

̂σ 2 =
1
n

n

∑
i=1

X2
i − X2 =

1
n

n

∑
i=1

(Xi − X)2







Method of Moments Estimators: Key Points
• Generally speaking, method of moments estimators 

will be biased.


• For instance, .


• If population moments do not exist, method of 
moments estimators cannot be found.


• Sometimes, the method of moments estimators will 
produce impossible values for the parameters. This 
is not ideal.

̂σ 2


